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1. Introduction
1.1. Overview of Base Flipping in
Deoxyribonucleic Acid (DNA) and Ribonucleic
Acid (RNA)
Protein-DNA interactions are central for transcription,

replication, and various DNA repair mechanisms.1-5 Some
proteins exert their effects by simple binding to DNA or RNA

without much structural deformation of the latter, while in
other cases binding involves extreme structural distortion of
the oligonucleotide. Among these are proteins capable of
opening specific base pairs to perform chemical reactions
on the target base. These include enzymes such as methyl-
transferases, polymerases, nucleases, glycosylases, integrases,
and recombinases.6-10

When a chemical reaction is performed on a DNA base
or bases [referred to as the target base(s)] by a protein, those
bases have to be accessible to the protein for the desired
chemistry to take place. Originally, the accessibility problem
was thought to be solved via distortion of the double helix
by bending and kinking, thereby exposing the base to the
protein. However, in 1994, the ternary structure of the
complex of the methyltransferase from HhaI (M.HhaI) with
a modified duplex 13-mer DNA containing methylated
5-fluorocytosine at the target site and S-adenosyl-L-homocys-
teine (SAH) was reported by Klimasauskas et al.11 The DNA
bound to the enzyme exhibits an unusual conformation where
the target base of the DNA is completely swung out of its
Watson-Crick (WC) base-paired helical position and bound
in the catalytic pocket of the enzyme (Figure 1). This type
of structural distortion of the DNA enables the catalytic
enzyme to access the specific base and perform chemical
reactions on it. For example, M.HhaI catalyzes the transfer
of methyl group from S-adenosyl-L-methionine (SAM) to
the target base cytosine, the mechanism of which has been
studied extensively (Figure 2).12-15 Over the years, numerous
crystal structures of protein-DNA complexes where base
flipping occurs have been reported, including several me-
thyltransferases (M.HhaI,11,16 M.HaeIII,17 and M.TaqI18,19),
glycosylases20,21 (T4 endonuclease V,22 human UDG,23-25
Escherichia coliMUG,26 human AAG,27 E. coli AlkA,28 and
bOGG129) and endonucleases (E. coli endonuclease IV30 and
HAP131). Clearly, base flipping, as it is commonly known,
is a phenomenon important for the biological function of
both DNA and RNA.6,7,10,32

1.2. Scope of the Review
The present manuscript will give an overview of the

phenomenon of base flipping, with emphasis on the atomic
details of the structural and energetic events that dictate its
occurrence as obtained via computational approaches. In-
formation presented will include experimental data available
on base flipping in DNA alone and in the presence of proteins
that is relevant to the interpretation of the computational
work. This will be followed by an overview of computational
approaches used to study base flipping, including a critical
evaluation of those approaches. The discussion will also
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include how available experimental data can be used to
validate the computed methodologies. Enormous amounts
of data are available on the structural, mechanistic, and
kinetic properties of various base-flipping enzymes and has
been reviewed elsewhere.3,4,9,20,21,34-39 Emphasis in the present
review will be on flipping associated with the enzyme
M.HhaI, due to the significant volume of data on that protein

as well as the familiarity of the authors with that system.
Upon completion of this review, it is hoped that the reader
will have a better understanding of the power of computa-
tional methods in elucidating details of this biologically
essential structural change and how those approaches may
be applied to base flipping as well as other structural
perturbations in oligonucleotides.

2. Experimental Background
2.1. Spontaneous Base Opening in Nucleic Acids
Oligonucleotides are flexible biomolecules that undergo

a variety of conformational changes essential for their
biological function; one such motion is base opening or
flipping. The most common experimental method to measure
base opening is the exchange of the imino protons in G, T,
or U bases monitored by nuclear magnetic resonance (NMR)
spectroscopy.40-45 This approach has been extensively used
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Figure 1. Crystal structure of the ternary complex of M.HhaI,
DNA, and SAH (PDB ID: 1MHT) generated using VMD.33 The
target base cytosine (CPK representation in green) of the DNA is
flipped out of the duplex structure and is bound to the catalytic
site of the enzyme (ribbon representation). The coenzyme, SAH,
is depicted using thick bonds in blue.

Figure 2. Schematic representation of the methyl transfer mech-
anism catalyzed by M.HhaI. The target base, cytosine (a), forms a
covalent complex (b) with the protein followed by a methyl transfer
from SAM (c) and finally dissociation of cytosine from the protein
to yield 5-methylcytosine (d).
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to evaluate the base-opening rates in DNA and RNA
duplexes. Other methods used to experimentally study base
opening include trapping experiments, as discussed below,
as well as isotope exchange studies or via ultraviolet, infrared,
or Raman spectroscopic techniques, although the latter have
only met with limited success.
NMR may be considered the technique of choice as it

allows the proton exchange to be unequivocally assigned to
a specific base pair. Once the base pair opens from its
original position in the duplex, the imino proton becomes
accessible to the solvent environment and proton exchange
occurs (Figure 3). The calculated imino proton exchange rate
may be assumed to be equal to the base-opening rate
provided that the exchange is fast enough that it occurs at
every base-opening event. This condition is achieved using
proton acceptors (i.e., base-catalyzed exchange), such as
ammonia, and extrapolating the experimentally measured
exchange rates to infinite acceptor concentration.
Base pair opening has been studied via imino proton

exchange in a variety of nucleic acid structures including
B-DNA,42 Z-DNA,46 RNA,47 and tRNA.48 The base pair
lifetimes are typically on the order of milliseconds. Opening
events, at room temperature, are thought to involve a single
base pair with minimal perturbation of the remainder of the
local oligonucleotide structure. Lifetimes of the open state
of base pairs range from 10 to a few hundreds of nanosec-
onds. Generally, the lifetimes for A:T and G:C WC pairs
are observed to be 1-5 and 10-50 ms, respectively. While
the base opening is primarily dictated by the strength of base
pair interactions, the role of sequence context on opening
rates has been shown.44,45,49-51 The variation in the rates is
not large in most of the cases; however, interesting trends
in the exchange rates have been observed. AT base pairs in
A-tracts have longer lifetimes (g100 ms) as compared to
other sequences.50 In contrast, GC base pair lifetimes in
G-tracts are much shorter than that observed normally.49 The
GC base pair lifetimes in RNA range from 40 to 50 ms and
in general are longer as compared to that in DNA, whereas
for the AU base pairs lifetimes are less than 1 ms.47
These experimental studies have been extremely helpful

in understanding base pair opening in nucleic acids alone.
However, the rate constants obtained for the DNA cannot
be strictly compared to the flipping in the presence of
enzymes for the following reasons. First, in enzymatic base
flipping, the target base undergoes a significant rotation to
assume an extrahelical position that is often almost 180° out

of the DNA duplex. With imino proton exchange studies,
the base only has to open enough for the imino protons to
exchange with the acceptor base in the surrounding solvent.
This requires the technique to rely on a two state model
assumption, where the base is considered open or closed
irrespective of the extent of opening. As will be discussed
below, theoretical calculations suggest that an opening angle
of only (30° is necessary for the imino proton exchange to
take place.52-54 Figure 4 depicts the structure of duplex DNA,
the fully flipped state, and some representative conformations
for the intermediate structures involved in base flipping. As
described, conformers B and C can undergo proton exchange
similar to the fully flipped state (F) or other conformations
with the base open to a similar or larger extent (for example,
D and E). However, states B and C are not fully base-flipped
states with respect to the flipping in the presence of enzymes.
Therefore, all of the conformations that undergo exchange
cannot be considered as base-flipped states. Second, base-
opening rates assessed using imino proton exchange experi-
ments correspond to the base pair and not to a specific base.
For example, a G:C opening rate corresponds to the opening
of both G and C. It has been shown using computational
experiments that the imino proton of G in its helical
conformation is accessible to the solvent for exchange when
its WC base-paired counterpart cytosine is flipped out.52
Hence, it is not possible to experimentally measure the
kinetics of the opening of individual bases. However, in the
case of enzymatic base flipping, the kinetic measurements
correspond to only the target base, which flips out and binds
to the catalytic pocket of the enzyme, whereas its WC partner
remains in its original position in the DNA duplex. Thus,
the rate constants measured from imino proton exchange may
not necessarily be appropriate for the interpretation of
enzymatic flipping studies.

2.2. Trapping of Flipped Base by Macrocycle
Host Molecules
Methods to overcome the limitation discussed above with

imino proton exchange measurements are approaches where
the base is trapped in a fully flipped state. The base must be
fully extruded from the helix for a macrocycle (host
molecule) to bind to the flipped base. Such a scenario may
be considered more analogous to that occurring in enzymatic
flipping studies. Accordingly, rate constants from such
studies, as discussed in the following paragraphs, may be
considered to be more appropriate for the interpretation of

Figure 3. Schematic representation of the base opening-closing and imino proton exchange processes. The canonical form of DNA or
RNA (A) in its minimum energy conformation exists in equilibrium with the base-opened state (B) with the equilibrium favored toward the
left-hand side. The imino proton of B is exchanged by a solvent molecule (not shown) to yield C (the proton from the solvent is denoted
as H*). The opening base need not flip out completely for the proton exchange to take place (see Figure 4). kop, kcl, and kex are the opening
rate, closing rate, and rate of the exchange process, respectively. kex is assumed to be equal to kop as base opening is the rate-limiting step
under proper conditions.
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protein-induced base flipping. However, the number of
studies involving the trapping of a flipped base is limited.

!-Cyclodextrin has been shown to form stable host-guest
complexes with adenine.55,56 While γ-cyclodextrin forms
weak inclusion complexes, the guest cavity in R-cyclodextrin
is too small to accommodate the large purine bases.57 Spies
and Schowen have used !-cyclodextrin to trap the flipped
base in DNA by taking advantage of the fact that !-cyclo-
dextrin binds strongly to purine bases forming stable host-
guest complexes.58 The effective binding of cyclodextrin to
the flipped base is assessed by monitoring the melting point
depression of the nucleic acid. When the macrocycle is bound
to the oligonucleotide, DNA undergoes melting below the
temperature at which it normally melts. It also has been
shown via spectroscopic methods that the cyclodextrin
molecule does not bind to oligonucleotides whose duplex
form is intact, confirming that base flipping did occur prior
to binding.55 However, information about which base un-
dergoes flipping and specificity of binding is not available.
Importantly, the macrocycle does not induce base flipping.
The rate constant for !-cyclodextrin binding to the flipped
base in both DNA and RNA has been shown to be (3.5 (
0.5) × 10-3 s-1. This rate is approximately 4-5 orders of
magnitude slower than that measured by imino proton
exchange, emphasizing the need to consider the appropriate
experimental method being used to obtain rate data when
investigating base flipping in the presence of proteins.
Another chemical-trapping agent, bisacridine macrocycle

(BisA), was found to induce base flipping in DNA containing

mismatches.59 Previously, it was shown that the BisA
molecule binds in two different modes to the abasic and
unoccupied sites in DNA.60,61 The structure of one of these
complexes was characterized using NMR and molecular-
modeling techniques. The structural features reveal that it
interacts by the so-called thread-binding mode with the base
adjacent to the unoccupied site sandwiched into the cavity
of BisA (Figure 5). In other words, one of the acridine
moieties of BisA resides in the abasic site and the other
heterocyclic structure is flanked by the next two base pairs.
Unlike the cyclodextrin complexes, the melting temperature
of the 1:1 complex of DNA and BisA was observed to be
higher as compared to that of the DNA by itself. Thermal
denaturation experiments showed that BisA recognizes a TT,
TC, or TG mismatch in a 17-mer duplex and binds to the
oligonucleotide resulting in an increase in the melting
temperature of the DNA of up to 7.1 °C, whereas for a TA
match the melting temperature remains unaltered in the
presence of BisA. They have proposed that one of the
mismatched bases undergoes flipping assisted by this mac-
rocycle, which later binds to the base adjacent to the
unoccupied site (Figure 5).

2.3. Enzymatic Base Flipping
Base flipping as a mechanism involved in the epigenetic

control of gene expression and its role in DNA repair
involves interactions with a variety of proteins.6-10 As
mentioned above, enzymes that employ a base-flipping
mechanism include methyltransferases, glycosylases, and

Figure 4. Representative conformations of the duplex DNA (A, opening angle ∼0°), the fully flipped state (F, opening angle ∼180°), and
representative intermediates (B, C, D, and E) during the base-flipping process with opening angles of 60,-60, 120, and -120°, respectively.
For the imino proton exchange to occur, the base need not flip out completely; instead, an opening of approximately (30° is suggested to
be enough for the exchange to occur.
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endonucleases. An important aspect of the action of these
enzymes is their ability to act on particular sites on DNA;
for example, methyltransferases involved in bacterial restric-
tion systems target specific DNA sequences while DNA
repair enzymes have to identify the site of damage.3,5,9,34,37,62
Accordingly, when investigating flipping in the presence of
enzymes, issues associated with the flipping event itself,
specificity, and their impact in the mechanism of the enzyme
must be considered.

2.3.1. Kinetic Considerations
Enzymes that include base flipping in their reaction

mechanism, in general, must first bind to the DNA in a site-
specific fashion, followed by chemical catalysis and subse-
quent dissociation of the oligonucleotide from the protein.
Kinetic studies by Wu and Santi revealed that methylation
by M.HhaI primarily follows an ordered bi bi mechanism,
where the DNA binds to the protein, followed by binding
of the coenzyme, SAM.63 Following the methyl transfer from
SAM to the target C base, the coenzyme, now S-adenosyl-
homocysteine, dissociates followed by dissociation of the
DNA from the enzyme. Overall, the kcat value for the reaction
was observed to be 0.02 s-1 and the rate-limiting step could
not be assigned based on this study, although the rate-
determining step is not the formation of the DNA-enzyme
complex. The crystal structure of the binary complex of
M.HhaI and SAM64 indicates that a binary complex involving
the coenzyme can indeed be formed, which is not a part of
the mechanism proposed by Wu and Santi. A recent study
by Lindstrom et al. found that the enzyme-SAM complex
is formed but exhibits a 50-fold decrease in the affinity as
compared to the DNA-M.HhaI-SAM ternary complex.65
Detailed kinetic studies have shown that that rate-limiting
step for this reaction could be product release.13,63,65,66 Kinetic
studies on methyltransferases including M.HhaI, M.MVaI,
and EcoRI show that the kcat value ranges from 10-3 to 10-1
s.63,67,68 Thus, in the case of methyltransferases, the reaction
rate is relatively slow, on the order of seconds.
Considering the reaction rate in the presence of the enzyme

allows for the question of the role of the protein in base

flipping to be addressed; is it an active or passive role?
Simply put, does the protein actively facilitate the flipping
of the base out of the double helix or does the enzyme wait
passively until the base spontaneously flips out of the helix,
following which it binds to the now-exposed base? Analysis
of the rate constants discussed above can address this
question. If the rate constants for flipping based on imino
proton exchange are used as the flipping rate in DNA alone
(i.e., millisecond time scale), as was initially assumed as that
was the only data available, and these are compared to kcat
for the enzymatic reactions (second time scale), the fact that
the spontaneous flipping rate is 3 orders of magnitude faster
than kcat strongly suggests a passive mechanism. However,
when the more recent data on flipping rates based on trapping
experiments are considered (100-1000 s time scale), an
active role of the enzyme in flipping is certainly possible,
as the spontaneous flipping rate is an order of magnitude or
more slower than the catalytic rate and slower than the rate
of base flipping, which is around 195 s-1 in the case of
EcoRI.69 In addition, as stated above, the rate-determining
step in the M.HhaI reaction mechanism occurs after methyl
transfer, supporting, although not proving, that flipping of
the base is being facilitated by the protein such that it is not
rate limiting. Thus, consideration of the rate data to use for
spontaneous base flipping in DNA alone can lead to
significant differences in conclusions concerning an active
vs a passive role of base-flipping proteins in the flipping
process, with the trapping data suggesting that the methyl-
transferases do facilitate flipping.
Klimasauskas et al. have used 19F NMR experiments

combined with gel mobility experiments to visualize various
conformers during the base-flipping process in the binary
(M.HhaI-DNA) and ternary complexes (M.HhaI-DNA-
SAH).70 Three different conformers were identified for the
target base, 5-fluorocytosine, namely, (A) the base stacked
in the DNA, (B) intermediate flipped out forms, and (C) the
target base binding to the catalytic pocket of the enzyme. In
the binary complex, intermediate flipped out forms of the
base were observed and addition of the coenzyme to the
binary complex was shown to greatly enhance the binding
of the target base to the catalytic pocket of enzyme. These
results further indicate that the enzyme plays an active role
during the base-flipping process.
2-Aminopurine has been shown to be useful as a fluores-

cent probe for DNA base flipping.71 The fluorescence of this
moiety is quenched when stacked inside the helix but is
enhanced dramatically when it is flipped out, due to the loss
of stacking interactions with the neighboring bases. Stivers
et al., among others, have used a stopped-flow fluorescence
kinetic technique by which the fluorescent analogues 2-ami-
nopurine and tryptophan in the enzyme are observed to
investigate the base-flipping mechanism.20,21,72-75 In these
studies, 2-aminopurine is positioned next to the flipping base
and when the base flips the stacking interaction between the
flipping base and 2-aminopurine results in an increase in the
fluorescence. The fluorescence due to 2-aminopurine in-
creases by up to 10-fold, while that of tryptophan is decreased
by 2-fold enabling observation of real time dynamics of base
flipping. The change in the kinetics of base flipping and DNA
repair upon mutation has been studied extensively using this
technique. Three distinct steps involved in the base-flipping
process by uracil DNA glycosylase, namely, (i) formation
of the complex, (ii) initiation of flipping, and (iii) binding

Figure 5. Structure of the Bisacridine macrocycle (A) and the
schematic representation of the induced base flipping by BisA and
its binding mode to the unoccupied site (B). The mismatched base
pair is denoted by darker blocks while the matching base pairs are
designated by gray rectangular blocks. BisA appears to flip open
one of the mismatches and binds to the unoccupied site sandwiching
the adjacent base. Reprinted with permission from ref 59. Copyright
2003 Wiley-VCH.
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of flipped base to the active site, were identified, and the
corresponding rate constants were calculated.76

2.3.2. Structural Considerations
Structural studies of base flipping have been dominated

by X-ray crystallographic analysis of DNA-protein com-
plexes, with the first significant breakthrough being the
ternary structure of M.HhaI showing the base to indeed be
flipped out of the helix into the active site of the enzyme.11
In addition, X-ray crystallography on DNA alone, NMR, and
fluorescence studies have yielded additional insights into the
base-flipping phenomena. Highlights from these studies will
be presented in the remainder of this section.
On the basis of the ternary structure of M.HhaI, a three-

step mechanism was proposed, which assumed an active role
of the enzyme in flipping: (A) recognition of the target base
pair, (B) increase of the interphosphate distance thereby
weakening the base pair interactions, and (C) initiation of
the base flipping by invasion of the protein and binding of
the flipped base in the active site. In the X-ray structure of
the M.HhaI ternary complex, Gln237 binds to the orphan G
base of the DNA through the major groove. On the basis of
the crystal structure, it was inferred that Gln237 pushes the
target C base from the major groove forcing it to flip via
the minor groove, with Gln237 then binding to the orphan
G base. Thus, the location of Gln237 would block the target
C base from flipping via the major groove. Following
flipping of the target C, a conformational rearrangement of
the active site loop occurs whereby it closes around the DNA
and locks the flipped base in its catalytic pocket. However,
the inferred mechanism from this study was limited by
knowledge of only the end states of the flipping mechanism;
information on the structural relaxation of both the DNA
and the protein upon binding was lacking.
X-ray crystal structures of protein-DNA complexes have

been very useful in gaining insights into the mechanistic
aspects of base flipping. For example, a detailed analysis of
the crystal structure of the human uracil-glycosylase (UDG)
bound to a DNA containing uracil indicates that the target
base is pushed out of the enzyme and then is pulled into the
binding pocket, referred to as the push-pull mechanism.77,78
Mutational analysis reveals that Leu191 in UDG decreases
the binding affinity by 60-fold and was found to be
responsible for pushing the uracil base from the minor
groove.72,73,79
A crystallographic study involving a chemically modified

DNA duplex was reported by van Aalten et al., which
suggests a major groove-opening mechanism.80 A high-
resolution crystal structure of d(CCAGGCCTGG)2 that
included an engineered disulfide cross-link exhibits the
opening of the central G toward the major groove. It should
be stated that this may not be taken as general evidence for
a major groove pathway for base flipping since the cross-
link might impose constraints on the DNA to force open the
base toward the major groove.
A recent study by Horton et al. reported the crystal

structure of the MHhaI-DNA complex in which the DNA
contains an abasic south-constrained target pseudosugar,
which shows that the pseudosugar is trapped approximately
halfway along the major groove pathway.81 This forms the
first experimental evidence for the base-flipping process to
occur via the major groove in the presence of a protein.
Several mutagenesis experiments to understand the role

of various amino acids in M.HhaI on the binding and

specificity have been reported.66,82-85 A recent study by
Merkiene and Klimasauskas demonstrated that the rate-
limiting step in methyl transfer is the dissociation of SAH
from the ternary complex or opening of the loop of the
protein.86 Binding studies were done with all possible mutants
of Gln237, which indicated that the extent of binding of DNA
to the enzyme is greatly affected but the specificity in
recognizing the cognate sequence remains unaltered.82 Mu-
tational studies involving Thr250 showed its role in con-
straining the conformation of the backbone when the target
base is rotated out of the helical position. Mutants with bulky
side chains including Asp, Asn, and His increased Km values
for both DNA and SAM to the protein.66 Mutations were
carried out for the amino acids in the SAM binding region,
and it was found that the Km for coenzyme is not affected
by mutants although the methylase activity varies.83 On the
other hand, mutation of Val121 by Ala affects base flipping
and catalysis.84 Surprisingly, kcat decreases by a factor of 4
or 5 orders of magnitude. More recently, the effects of
replacement of residues distal from the active site by alanine
on coenzyme binding, methyl transfer, and product release
were studied. Most of these mutants did not affect any of
the binding or catalytic properties; replacement of Asp73
and Val282 by alanine increased the SAM binding by 25
times and led to a 4-fold increase in the catalytic activity,
respectively.85

Clearly, the wide variety of experimental studies on base
flipping has yielded a picture of a structural perturbation of
DNA and RNA that is essential for their biological functions.
Information ranges from detailed structural information on
the end states of the flipping process, rates and equilibrium
constants concerning the transitions between base-paired and
base-flipped states, and sampling of those states as well as
indications of possible intermediates involved. While this
collection of “snapshots” associated with base flipping has
greatly increased our understanding of the flipping process,
atomic details of the structural transitions and information
on the energetic contributions to the structural perturbation
are not readily accessible from these experimental methods.
Accordingly, a variety of computational studies that allow
such phenomena to be observed directly have been performed
on systems where base flipping occurs. Details of these
approaches will be presented in the following sections.

3. Computational Methods
3.1. General
Theoretical studies based on empirical force fields allow

for biological molecules in their aqueous environment to be
investigated at an atomic level of detail.87,88 For the past
decade or so, increasing computer power, the availability of
high-quality force fields, efficient simulation algorithms, and
more rigorous treatment of long-range interactions have
resulted in more accurate modeling of biomolecules. Infor-
mation from these approaches can include structural events
occurring during the flipping process, energetics associated
with flipping, and how different structural features of the
system contribute to the energetics. In the remainder of this
section, a number of the issues associated with the application
of computational approaches will be addressed followed by
a detailed report on the outcomes from a number of
computational studies on flipping. The reader is referred to
previously published works on the basic background associ-
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ated with empirical force field studies of biomolecules,
including molecular dynamics (MD) simulations.87-90

3.2. Restraints Used for Flipping of the Base
MD simulations of biological systems are typically limited

to the nanosecond time regimen. However, as discussed
above, base flipping in DNA alone typically occurs on the
millisecond or longer time scale, such that it is generally
not possible to simply perform an MD simulation in which
flipping will occur spontaneously. Accordingly, it is neces-
sary to apply an external potential that forces the flipping
process to occur. Such external potentials, or restraints, can
be applied in a number of ways, as discussed below. Of the
various restraints used to force base flipping out of the DNA
duplex, the center of mass (COM) dihedral angle proposed
by Banavali and MacKerell52 and the restraints employed
by Lavery and co-workers91 have been the most successful.
In one of the earliest computational studies on base

flipping, Keepers et al. used a restraint on the N1(pyrimidine)-
N3(purine) distance to force base pair opening.92,93 However,
the use of a single distance restraint does not allow for the
minor vs major groove-flipping pathways to be sampled
independently as well as systematically sampling the fully
flipped states. Subsequently, Ramstein and Lavery used an
internal coordinate restraint to force opening.94 The target
base rotated around an axis perpendicular to the plane of
the target base in its WC base-paired state that passed through
the center of the sugar attached to the target base. To study
the effect of bending on base opening, a second restraint,
which forces the terminal helical axis segments to be
tangential to a circle corresponding to a chosen radius of
curvature, was applied. In combination, these restraints
allowed for flipping to be studied via both the minor and
the major grooves as a function of bending of the DNA helix.
Chen et al. have proposed that modifying the backbone

#-torsion angle may be used to induce base opening.95 They
assessed the correlation of the #-torsion angle with the extent
of base opening by considering all crystal structures of
B-DNA duplexes available in the nucleic acid database
(NDB).96 An additional dihedral angle restraint on the
glycosyl linkage was employed to ensure that the plane of
the opening base stays parallel to that in its original position
in the equilibrium structure. Use of a #-torsion angle restraint
combined with the restraints on the glycosyl linkage ulti-
mately assumes that only these two degrees of freedom are
responsible for flipping. If this is not the case, then the use
of such restraints will impose unphysical structural changes
on the molecule during flipping. Use of this restraint led to
an artificial increase of energy in some regions of the
potential energy surface generated (discussed below), sug-
gesting limitations in it applicability.
Lavery and co-workers have defined a new restraint,

different from the one previously reported from that group,
to force flip the target base (Figure 6).91 Two unit vectors
are defined; one along the glycosyl bond of the opening base
and the other along the line joining the C1′ atoms of the
two bases in the base pair. The opening restraint uses the
projection of the angle, θ, formed by these two unit vectors
onto the plane perpendicular to the helical axis. The helical
axis is defined as the mean of two unit vectors, one
connecting the C1′ atoms of the opening base and those of
its adjacent bases and the other unit vector connecting the
C1′ atoms of the base pair partner and its adjacent bases in
the same strand. The use of this projection ensures that

increasing the angle actually flips the base out while avoiding
any increase in the angle only due to changes in the
inclination of the base. In the WC base-paired state, the initial
value of this angle is approximately 55°. The difference in
this angle and that corresponding to the open base is taken
as the reaction coordinate, and both the minor and the major
grooves may be accessed. This restraint has been successfully
used in a number of base-flipping studies (see below). A
similar restraint was also defined to modify the twist in the
DNA helix.
An alternate base-flipping restraint is the COM pseudodi-

hedral angle introduced by Banavali and MacKerell.52 This
restraint allows sampling of both the minor and the major
groove base-flipping pathways (Figure 7). The COMs of four
sets of atoms were chosen to define the pseudodihedral angle,
which is varied to induce base flipping. For example, for
flipping of the underlined C base in GCG, the four sets of
atoms are the nonhydrogen atoms in (a) the adjacent GC
base pair 3′ to the target base, (b) the sugar moiety attached
to adjacent G 3′ to the target C base, (c) the sugar attached
to the target C base, and (d) the target C base itself. The
dihedral angle formed by the centers of mass for the WC
base-paired state is approximately 10°, and that for the
completely flipped state is ∼190°. Decreasing the angle from
10 to 0 to 190° forces the base to flip via the minor groove,
and increasing it from 10 to 190° corresponds to major
groove flipping (Figure 7). This restraint, along with the more
recent restraint introduced by Lavery and co-workers,91 may
be considered most appropriate for the study of base flipping
as they allow for both the major and the minor grooves to
be sampled explicitly as well as allowing the internal degrees
of freedom of the oligonucleotide to relax freely during the
flipping process.

4. Insights into Base Flipping Using Theoretical
Approaches
4.1. General
Various experimental studies have been performed to date

on base flipping in DNA alone and in the presence of various
enzymes, including M.HhaI (section 2). While these studies
have greatly enhanced our understanding of base flipping,
there are inherent limitations in experimental approaches that

Figure 6. Schematic representation of the base-opening restraint
used by Lavery and co-workers. Individual bases of the base pair
that undergoes opening are represented by rectangular blocks, and
the glycosyl linkage is denoted by the extended triangles attached
to them. CC and CG are the C1′ atoms of the flipping cytosine and
its WC base pair partner guanine, and BC is the N1 atom of the
cytosine base such that BcCc is the unit vector along the glycosyl
bond. U is the helical axis, which is the mean of UG and UC, which
connect the C1′ atoms of the adjacent sugar moieties in the
corresponding strands. The arrows attached to CC and CG show
the direction of the individual DNA strands. Base opening is defined
as the projection of the angle, θ, formed by BC, CC, and CG, onto
the plane perpendicular to U. Adopted from ref 91.
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limit the amount of data that may be obtained. For example,
high-energy structures that occur during the flipping process
are very short-lived, making them difficult to observe
experimentally. In addition, it is difficult to obtain informa-
tion on the energetic contribution of different regions of the
system to the flipping process without significantly perturbing
the system (e.g., via mutations). The only viable approach
to overcome these limitations and to obtain insights into the
atomistic details of the base-flipping process is by compu-
tational means. Theoretical calculations at various levels,
mainly molecular mechanics (MM) and MD simulations,
have been reported. The following subsections provide a
detailed report on these computational studies.

4.2. Base Flipping in DNA and RNA Alone
4.2.1. Early Molecular-Modeling Studies
Keepers et al. reported the first MM calculations on the

base-opened states in various sequences using an early force
field that did not include explicit treatment of the solvent.92,93
In the study, the purine N3 to pyrimidine N1 distance was
forced to a value of 6 Å to emulate the situation in the base-
opened state. Initially, energy minimization was done with
the distance restraints followed by a minimization with the
restraint removed. This resulted in a number of structures
with an open conformation for the base, which were
approximately 5 kcal/mol higher in energy as compared to
the canonical form of the B-DNA. A reaction energy path
generated by incremental distance restraints followed by
minimization yielded a potential energy barrier of 7-8 kcal/

mol as compared to the experimentally observed estimate
of 14 kcal/mol. It should be noted that omission of solvent
along with the use of minimized structures, such that only
potential energies rather than free energies are obtained,
severely limited the ability of this approach to perform direct
comparisons with experiment. Ramstein and Lavery used an
internal coordinate representation of DNA to flip the central
thymine in a (A)5 sequence94 using the FLEX force field97,98
and the program JUMNA99 utilizing an implicit solvent
model. An additional restraint for bending of the DNA helix
also was used. The energy profiles for base opening at
various bending angles indicated that these two are strongly
coupled, with base opening being facilitated by bending. On
the basis of this model, Briki et al. performed a Brownian
dynamics simulation to calculate the base pair lifetime, which
was found to be in reasonable agreement with the experi-
mental data.100 The role of helical twist of the DNA in base
opening was examined by Bernet et al. by considering the
thymine opening in a TA alternating DNA sequence.91 To
account for the solvent environment, two different implicit
solvent models were employed, namely, a distance-dependent
dielectric function and Poisson-Boltzmann electrostatics.
Changes in energy with respect to base opening via either
groove assessed using the two different implicit solvent
models were qualitatively similar. The helical twist was
shown to have a dramatic effect on the base-opening energy
profiles especially via the minor groove. The energy change
of flipping along the major groove is not significantly altered
by untwisting the DNA helix by a degree of 0-40°. Along
the minor groove, the energy profile lowers upon untwisting;
interestingly, the WC base-paired state was observed to be
higher in energy as compared to the base-opened state
indicating spontaneous opening. Such a result, as with all
of the studies discussed in this article, may be related to the
force field being used along with the implicit treatment of
solvent in the model.
Chen et al. have generated potential energy profiles for

base flipping based on the torsion angle, #, as the reaction
coordinate.95,96,101-103 This study explored the energetic
pathways from the structural transformation of the canonical
form of DNA to the fully flipped state. Parameters were
derived from the AMBER force field104 and supplemented
with an explicit term for hydrogen bonding based on a Morse
potential, and a distance-dependent dielectric function was
used to model the solvent environment. During flipping, the
energy via the minor groove increases drastically upon
deviating from the WC base-paired state, apparently due to
the inherent limitations with the # torsion angle restraint
discussed above. From these results, it was concluded that
base opening through the minor groove is energetically not
viable. The energy barrier for base flipping was assessed to
be 25.3 kcal/mol as compared to the observed enthalpy of
17-26 kcal/mol for premelting base opening associated with
thermal fluctuations.101 Because of the low energy barrier
along the major groove, it was assumed that base flipping
happens spontaneously by thermal fluctuations. Moreover,
it was argued that flipping of the base might occur before
the actual binding of an enzyme. This would enable the DNA
to have more recognition sites, and possible steric clashes
between the base and the enzyme during base flipping in
the presence of protein may be avoided. Correlation of the
backbone torsion angles with respect to the base opening
showed that, with the exception of the # torsion used as the
restraint, significant changes did not occur, a result that was

Figure 7. COM pseudodihedral angle base-flipping restraint is
defined by the COMs of the atoms incorporated in the four circles
A, B, C, and D depicted in (i). A COM dihedral angle of around
10° corresponds to the WC base-paired state for the cytosine base
(ii). An angle of approximately 190° corresponds to the fully flipped
state. Increasing the COM dihedral angle from 10 to 190° opens
the base through the major groove and decreasing it from 10 to 0°
and to 190° in the opposite direction is the minor groove pathway.
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interpreted to validate the use of the # torsion to force
flipping. They also have compared base opening in RNA
and DNA using a similar methodology applying the # torsion
angle restraint.103 These calculations indicate that base
opening along the major groove in RNA is unfavorable as
compared to DNA, which correlates with RNA duplex
stability in general. Flipping of adenine, uracil, or cytosine
into the minor groove was calculated to be completely
forbidden, whereas a guanine base is able to open toward
both grooves. Toward the major groove, a maximum opening
angle of only 23° could be achieved in RNAs, apparently
another limitation of the # torsion angle restraint. However,
this was suggested to be due to the high thermal stability of
RNAs and hence reduced tendency to undergo base opening.
The difference in the energetics of the flipping process
between DNA and RNA was traced to the helix constraint
associated with the A-form.

4.2.2. Free-Energy Calculations of Base Flipping
The computational studies discussed above primarily

produced potential energies as a function of the extent of
flipping. While these calculations have improved our un-
derstanding of the mechanism of base opening, computational
approaches that allow for the free energy as a function of
the extent of flipping to be obtained may be considered
preferable, as they allow for direct comparison with experi-
mental data. In addition, it is important to consider the
explicit counterions and solvent environment for a polyanion
such as DNA.
As discussed above, to investigate the base-flipping

process using MD simulations, it is necessary to introduce
an external restraint to force the flipping process to occur.
Such restraints may be used in conjunction with MD
simulations to calculate the free-energy change along a given
reaction coordinate, such as base flipping, an approach
termed umbrella sampling. Such a free-energy profile is
referred to as a potential of mean force (PMF).105,106 With
respect to base flipping, the umbrella-sampling technique has
been employed by MacKerell and co-workers52,107-109 and
Lavery and coworders53,110-112 using the pseudodihedral
(Figure 7) and internal coordinate (Figure 6) restraints,
respectively, as the umbrella potentials (i.e., the base-flipping
restraints used to define the PMF). These restraints or
umbrella potentials are typically applied as a harmonic term
of the form

where ki, x, and xi are the force constant applied, the actual
value of the reaction coordinate, and the restrained value of
the reaction coordinate, respectively. Implementation of the
umbrella-sampling approach involves performing a series of
MD simulations, which include different values of xi, thereby
causing the target base to sample different extents of flipping
during the different MD simulations (e.g., windows). The
samplings from all of the MD simulations are then combined,
yielding a biased probability distribution, #(x), where the bias
is associated with the restraints used to enforce the extent
of flipping

A biased PMF, W′(x), may then be calculated from the
probability distribution based on a Boltzmann distribution

as shown in eq 2, where kB is the Boltzmann constant and T
is the temperature. The bias in the PMF must then be
accounted for as shown in eq 3

where Wi (x) is the unbiased PMF, wi (x) is the umbrella
restraint energy calculated using eq 1, and Fi is a constant
for the given window i (i.e., one of the MD simulations used
to calculate the PMF). The constant Fi, which effectively
connects the windows of the PMF, is typically calculated
using the weighted histogram analysis method (WHAM)113,114
to obtain the unbiased PMF.
The first free-energy profile for the base-flipping process

in the context of the GAGAGAGAGAGA sequence using
an explicit solvent representation was reported by Guidice
et al. using the AMBER program115,116 with the AMBER
Parm99 force field.117 PMFs were generated for opening of
the underlined A and its WC base pair counterpart, T, via
both the major and the minor grooves. The calculated free-
energy barrier was compared to that from imino proton
exchange studies obtained for the opening of the A:T base
pair in CAG and GAT sequences. The flipping of the purine
base was shown to be easier from the major groove as
compared to the minor groove, whereas for the pyrimidine
base the change in the free energy is approximately sym-
metrical along the two pathways. They observed that the free
energy increases quadratically near the WC base-paired state,
and when the flipping base is moved far enough out of the
helix such that base pair and stacking interactions are no
longer significant, the energy changes almost linearly. The
difference in the behavior of these two types of bases was
attributed simply to the size of the purine base, which
encounters steric clashes along the minor groove pathway.
On the basis of the comparison of the calculated free-energy
barrier with the experimental data,45 it was inferred that imino
proton exchange would occur at about g50° from the WC
state.
M.HhaI specifically recognizes the GCGC sequence in

DNA and methylates the underlined cytosine in the se-
quence.11 Hence, computational studies on this particular
sequence were undertaken in our laboratory to shed light
into mechanistic aspects of base flipping occurring both alone
and in the presence of protein. Initial work involved complete
free-energy surfaces for the base-flipping process in the
GTCAGCGCATGG sequence.52 This was performed for
both the target C and it’s WC partner G and, taking advantage
of the COM pseudodihedral restraint described above,
included sampling of all of the flipped states via both the
minor and the major grooves as well as those in the vicinity
of the WC state. Calculation of the PMFs involved MD
simulations using the all-atom CHARMM27 nucleic acid
force field118,119 in the presence of an explicit solvent
environment using the CHARMM program.120,121 Figure 8
gives the free-energy profiles obtained for the target C and
G flipping. In contrast to the earlier computational studies
discussed above, the major and minor groove pathways are
comparable in terms of the energetics. The barriers for
flipping along the major and minor groove of the DNA for
the C base were computed to be 15.3 and 17.6 kcal/mol,
respectively, and those for the G base flipping are 21.3 and
18.7 kcal/mol. On the basis of these energy barriers, it was
concluded that base opening in DNA could occur via either
pathway. Once the base moves out of the low-energy region

ωi (x) ) ki (x - xi)
2 (1)

W′(x) ) -kBT ln #(x) (2)

Wi (x) ) Wi′ (x) - wi (x) + Fi (3)
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in the vicinity of the WC state, the profile is reasonably flat
indicating that the flipped base samples various conforma-
tions.
Results from that study were directly compared with the

experimental equilibrium between the open and the closed
states of flipping base pair from imino proton exchange
experiments. Analysis of the solvent accessibility of the G
imino proton for both C and G flipping indicated it to be
accessible approximately (30° from the WC base-paired
state. Using that range to define the closed state (i.e.,
assuming that open states correspond to when the imino
proton is accessible to solvent) and via conversion of the
PMFs from Figure 8 back to probability distributions, the
equilibrium between the closed (i.e., WC states) and the open
states was calculated. Using two different PMFs based on
different amounts of MD sampling, the equilibrium constant
was calculated to be 3.3× 10-8 and 8.8× 10-8. These values
are in good agreement with the experimental values of 3.3
× 10-7 in a GCGC-containing sequence,49 validating the
computational approach and force field used to calculate the
free energies associated with flipping.
Varnai and Lavery reported the free-energy profile of the

target C base flipping in GTCAGCGCATGG.112 Comparison
of their results with those of Banavali and MacKerell showed
qualitative agreement.52 However, the overall shapes of the
free-energy curves are quite different (Figures 8A and 9).
The free energy rises rather sharply along the minor groove
as compared to the major groove in the Varnai and Lavery
work, which is consistent with the conventional wisdom that
base opening along this pathway would be unfavorable due
to steric clashes of the exocyclic groups with the WC partner

during flipping and the proximity of sugar-phosphate on
the minor groove side. The free-energy profile obtained by
Banavali and MacKerell is characterized by a flat surface
after the free-energy barrier is overcome from either path-
way,52 whereas in the Lavery study, the free energy increases
gradually upon going from the WC base-paired state to the
fully flipped state (Figure 9). The quantitative differences
in the conclusions arrived at by these two studies may be
traced to the different force fields used, methodological
differences, and type of restraints employed. Ongoing studies
in our laboratory are addressing this question.122

PMF calculations on flipping by Guidice et al. have
compared the conformational pathways and free-energy
variations for GC and AT base opening within a B-form
DNA d(GAGAGAGAGAGAG)‚d(CTCTCTCTCTCTC).53,111
Similar to their previous studies, both GC and AT base pairs
begin to open with a quadratic energy regimen corresponding
to elastic deformation, followed by a nearly linear region
once the hydrogen bonds of the WC base pairs are broken
(Figure 10). For the larger purine bases, G and A, the major
groove pathway is clearly favored over the minor groove
side, whereas for the pyrimidine bases, both pathways are

Figure 8. Free-energy profiles calculated for the flipping of target
C (A) and G (B) base in the GCGC sequence by Banavali and
MacKerell.52 The WC base-paired state corresponds to a COM
dihedral angle of ∼10° for the C base and ∼30° for the G base.
The directions of the major and minor groove pathways are
designated in the figures, and the X-axis of parts A and B are
reversed to allow for minor vs major groove flipping to be in the
same directions on the graphs (see original text).52

Figure 9. Free-energy changes for target C base flipping as a
function of the base-opening angle from the study by Varnai and
Lavery.112 Positive and negative angles denote the major and minor
groove pathways, respectively. Reprinted with permission from ref
112. Copyright 2002 American Chemical Society.

Figure 10. Free-energy profiles corresponding to AT and GC base
pair opening in an alternating GA sequence with respect to the
relative of the opening angle by Guidice et al.53 Major and minor
groove pathways correspond to the positive and negative values of
∆θ. Free-energy changes for the opening of purine and pyrimidine
bases are represented by solid and broken lines, respectively.
Reprinted with permission from ref 53. Copyright 2003 Oxford
University Press.
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energetically comparable. Interesting conformational varia-
tions were encountered along the flipping profile. As has
been observed previously,52 the initial movement of the target
base from the helix is coupled with the movement of the
WC paired partner; this coupled motion is strongest in
flipping of T and weakest for C. When the cytosine moves
out of the helix, the thymine 3′ to the target base moves
along with the flipping base maintaining the stacking
interactions. Weakening of the adjacent AT base pair during
C flipping was verified by additional calculations on the base
opening of thymine by constraining the cytosine in a partially
open position. The presence of counterions in the vicinity
of opening base alters the free-energy profile significantly;
along the major groove, counterions stabilize the open state
as demonstrated by a local free-energy minimum.
PMF studies of base flipping have yielded a better

understanding of the sequence dependence of the flipping
process. On the basis of structural analysis of the flipping
process, Banavali and MacKerell suggested a novel mech-
anism by which the local sequence can impact the base-
flipping energy pathway.52 In addition to the known differ-
ence in base stacking and solvent effects, hydrogen-bonding
interactions of the target base with the adjacent bases once
it is flipped were proposed as possible factors, which might
influence the sequence dependence of flipping. Free-energy
profiles upon base substitutions in the first three positions
of GCGC (i.e., ACGC, GTGC, and GCAC) were calculated
in DNA alone by Huang and MacKerell as part of a study
on sequence recognition by M.HhaI (see below).109 Substitu-
tion of the bases leads to a major change in the calculated
PMFs (see Figure 13 below). Near the WC base-paired state,
the increase in the free energy due to base flipping is similar
for the different sequences. However, moving further along
the major groove, the free-energy barriers are significantly
lower for ACGC, GTGC, and GCAC as compared to GCGC,
while they are higher along the minor groove path. Guidice
and Lavery have compared the T base flipping in AAAA
and GAGA sequences.111 Experimental data suggest that the
AT base lifetime in A-tracts, which induce DNA bending,
is much longer as compared to that observed normally.47,123
The free-energy profiles calculated for these two sequences
are consistent with the experimental observation. It was
indeed more difficult to open thymine within the A-tract;
the difference in the barriers for these two sequences was
calculated to be around 2 kcal/mol toward both of the
grooves. The unusual long lifetime of the AT base pair in
A-tracts was traced to the additional constraints imposed by
a narrow and rigid minor groove. These results have started
to yield a better understanding of the impact of sequence on
base flipping; further studies are required to better quantify
the phenomena.
The number of flipping studies on RNA, including both

experimental and theoretical approaches, is minimal. How-
ever, the studies that have been performed point toward some
significant differences with respect to DNA. NMR imino
proton exchange studies indicate that the lifetimes for the
d(AT) and AU base pairs are on the order of 5-10 and e1
ms, respectively, with the results for the AU base pairs in
RNA being an upper bound.50 Thus, flipping in RNA AU
pairs appears to be an order of magnitude or more faster
than in DNA AT pairs. In contrast, with GC pairs, the base
pair lifetime in RNA is longer than that in DNA. Thymine
and uracil base openings in B-DNA and A-RNA in an
alternating GA sequence have been studied.111 Opening of

uracil via the major groove is favorable as compared to the
minor groove by 1 kcal/mol as is the case of thymine opening
in DNA. The free-energy profiles for the two are almost
identical; however, major differences in the structural features
were observed. In the case of DNA, base opening is coupled
with bending, but in RNA, the major groove width increases
up to 8 Å and is only 4 Å along the minor groove.
Adenosine deaminases act on RNA and convert adenosine

to inosine, which is understood to occur after the adenine
base undergoes flipping to assume an extrahelical form.
Recently, Nilsson and co-workers have reported free-energy
calculations for base flipping in RNA to investigate the
selective deamination of the mammalian glutamate receptor
B pre-mRNA (gluR-B).124 GluR-B has two sites containing
AC mismatches of which adenosine belonging to only one
of these two base pairs undergoes deamination. To investigate
the selectivity of deamination, they have performed MD
simulations on the RNA and PMF calculations using the
methodology initially reported by Banavali and MacKerell.52
Free-energy profiles for base opening of adenines in the two
different parts of the RNA were generated, and the preference
of deamination at one site over the other was successfully
explained.
Observations consistent with the enhanced opening in

RNA AU pairs were obtained in simulation studies of a series
of RNA and DNA duplexes.125 In that study, which included
simulations of deoxy sequences containing uracil to control
for the base vs 2′-hydroxyl changes, it was observed that
local opening events occur into the major groove in RNA,
events that may be responsible for the increased opening rate
observed via imino proton exchange experiments discussed
above. Structural analysis attributed this enhanced opening
rate to be due to a “conformational switch” in RNA
associated with restrained flexibility about the glycosyl
linkage and of the sugar as compared to DNA along with
2′OH(n)-O4′(n + 1) hydrogen bonding. This model was
shown to be consistent with other experimental data;
however, the calculations also predicted enhanced opening
with the GC pairs in RNA, inconsistent with experiment and
suggesting a possible force-field bias. It would be of interest
to determine if structural events associated with the proposed
conformational switch are observed in the PMF-based studies
of flipping in RNA.
Osman and co-workers have reported the free-energy

surface for base flipping in damaged and undamaged
DNA.126,127 These studies were aimed at understanding the
recognition of damaged DNA by repair enzymes such as
glycosylases. The ease of base flipping in damaged DNA
was compared to that in undamaged DNA. MD simulations
using AMBER4.1116 with an explicit solvent environment
were performed on the two conformers, namely, the low-
energy canonical form and the completely open form. Two-
dimensional PMFs were obtained along the opening angle
of the flipped base and bending angle of the DNA helix using
the data from the two simulations (i.e., umbrella sampling
was not performed). The energy barriers for the base flipping
(adenine in A:T and uracil in a GU mismatch) in damaged
DNA were calculated to be 9.9 and 9.2 kcal/mol, whereas
the corresponding barriers in undamaged DNA (adenine in
A:T and cytosine in G:C) are 12.4 and 20.8 kcal/mol (Figure
11). This is expected to increase the rate of base flipping in
damaged DNA. On the basis of this, it was concluded that
the rate-limiting step is not flipping of the base but the
insertion of the base into the catalytic pocket, conformational

Base Flipping in Oligonucleotides Chemical Reviews, 2006, Vol. 106, No. 2 499



changes in the protein, or the cleavage of the glycosyl bond.
They also studied the sequence dependence of base pair
opening by considering four different damaged DNAs
containing G:U wobble base pairs: TGT/AUA, CGC/CUG,
and where the central guanine was replaced by 6-methyl-
isoxanthopterin (M) to obtain the other two sequences. The
base pairs were observed to flip open spontaneously via the
major groove during the MD simulations. On the basis of
the population of the open states during the simulations, the
order of the difficulty of base flipping was predicted to be
TMT < CMC < TGT < CGC. The relative differences in
the base opening are explained based on the ability of the
G:C base pair to have enhanced stacking interactions with
the central G:U base pair as compared to the A:T base pair
and the reduced stacking interaction of the 6-methylisoxan-
thopterin analogue.
A recent study combined experimental and theoretical

approaches to investigate the opening mechanism of G:T and
G:U mismatches in DNA and RNA, respectively.54 A two-
dimensional PMF was generated for the simultaneous base
opening of both G and T. The reaction coordinate used was
the linear combination of the opening angles of T and G;
the opening of the bases was induced by coupled rotation
toward the major/minor groove or by a counterrotation of
each of these bases toward a distinct groove. The lowest free
energy corresponds to opening of both G and T toward the
major groove. At an opening angle of 20 and 10° for T and
G, respectively, the free-energy profile corresponds to a
shallow minimum, and at angles 40 and 20°, the hydrogen-
bonding interactions between the two bases are lost and the

imino proton of G is exposed to the solvent and is available
for proton exchange. The free energy corresponding to this
conformer is calculated to be only 6 kcal/mol as compared
to the low-energy canonical form. G and T opening both
toward the minor groove or one toward the minor groove
and the other toward the major groove are energetically
unfavorable and require the opening angles to be higher for
the proton exchange to take place. G:U base pair opening
yielded similar results, and the free energies calculated are
within the error of the simulation protocol. Comparison of
the free-energy cost for G:C opening suggests that the
opening of the bases toward the major groove remains the
lowest free-energy pathway, but the barrier is higher than
G:T base opening by about 2.5 kcal/mol. In terms of
structure-energy correlation, T(H3)-G(O6) hydrogen bond
breaking corresponds to a free energy of 2.5 kcal/mol and
G(H1)-T(O2) bond breaking occurs at a free-energy change
of 7 kcal/mol. This is consistent with the experimental finding
that the T(H3)-G(O6) hydrogen bond is short-lived as
compared to G(H1)-T(O2).

4.3. Base Flipping in the Presence of Proteins
4.3.1. Protein Facilitated Base Flipping
As discussed in the Experimental Section, the role of

proteins in facilitating base flipping has been a subject of
discussion, with conclusions based on experimental rate
constants that vary significantly dependent on the data used.
To address the question of a passive versus an active role
directly, Huang et al. performed PMF calculations on the
flipping of DNA in the presence of M.HhaI.107-109 These
calculations have indeed shown that the protein does play
an active role in base flipping, as well as identified the
flipping pathway in the presence of M.HhaI and elucidated
the mechanism by which the protein recognizes specific DNA
sequences.
To determine if M.HhaI plays an active role in base

flipping, PMFs for base flipping in the DNA dodecamer
(GTCAGCGCATGG) in four different environments were
generated as follows: (a) DNA alone; (b) DNA in a binary
complex with M.HhaI in its open conformation, where the
active site loop of the enzyme is in the extended conforma-
tion; (c) DNA in a binary complex with M.HhaI, where the
active site loop is closed around the DNA; and (d) DNA in
a ternary complex with M.HhaI in its closed conformation
and the coenzyme, S-adenosylhomocysteine. All of the
simulations were performed in the presence of explicit
solvent and ions, and the PMF calculations were performed
using a similar methodology to that reported by Banavali
and MacKerell but used stochastic boundary conditions
instead of periodic boundary conditions.52
Figure 12 depicts the change in the free energies as a

function of the COM pseudodihedral angle, where the DNA
is in the four distinct environments. Expectedly, there exist
distinct barriers for base flipping via both the major and the
minor grooves while the minimum energy structure corre-
sponds to the WC base-paired state. Flipping of the target
base is not facilitated by the protein in the binary complex
with the open form of the active site loop (dashed line).
Interestingly, the free energies associated with the fully
flipped states are higher as compared to those for the DNA
in aqueous solution, while the free energies associated with
the conformers around the WC base-paired state are very
similar. However, when M.HhaI assumes the closed form

Figure 11. Free-energy profiles by Osman and co-workers126,127
fitted for the base-flipping process in (a) TT and TD, thymine dimer-
containing sequences and (b) GC- and GU-containing sequences.
Data obtained from the MD simulations are presented as symbols,
and the lines represent polynomial fits to the data. Reprinted with
permission from ref 127. Copyright 2002 Elsevier Science Ltd.
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of the active site loop in either the presence or the absence
of cofactor, there is a huge impact on the free-energy profiles
(dotted and thick lines in Figure 12). The barriers for flipping
from the major groove were calculated to be 2.5 and 0.4
kcal/mol for the closed binary and ternary complexes,
respectively. Thus, PMF calculations conclusively showed
that M.HhaI does actively facilitate base flipping and that
flipping occurs via the major groove in contrast to assump-
tions of a minor groove path made previously (see above).
Structural analysis of MD simulations used for calculation

of the PMF indicated the atomic details by which M.HhaI
facilitates flipping. First, the major groove pathway involves
the flipping base moving through the protein matrix. While
this would intuitively be considered to be energetically
unfavorable, the protein can readily relax around the flipping
base and, importantly, shields the base from the aqueous
environment; exposure of the base to the aqueous environ-
ment is energetically unfavorable as evidenced by PMF
calculations on flipping in DNA alone. Initiation of flipping
was indicated to be associated with destabilization of the
ground-state WC base-paired structure, where the protein
disrupts the normal WC hydrogen-bonding and base-stacking
interactions that occur in the normal double helical confor-
mation. In addition, as the base conformation moves toward
the fully flipped conformation, protein-DNA interactions
replace the lost WC and stacking interactions. Finally,
interactions of the protein with the phosphodiester backbone
are suggested to be important for flipping,108 which may
contribute to ground-state destabilization. Thus, M.HhaI
facilitates base flipping via a combination of ground-state
destabilization, exclusion of the flipping base from the
aqueous environment, and replacement of lost WC hydrogen-
bonding and base-stacking interactions with protein-DNA
interactions.
A recent combined experimental and computational study

by Horton et al. supports a major groove base-flipping

pathway in the presence of M.HhaI.81 In that study, an abasic
sugar analogue that restrains the pucker to the south
conformation was substituted into the DNA at the normal
target C site and the crystal structure was determined. Such
an oligonucleotide has previously been shown to bind
preferentially over an abasic site to M.HhaI.128 In the crystal
structure, it was observed that the constrained sugar assumed
a conformation that was approximately halfway along the
major groove-flipping path, thereby lending experimental
support to the major groove pathway proposed by the PMF
calculations. In addition, on the basis of the X-ray structure,
binding affinity data, and MD simulations, it was suggested
that the constrained sugar mimicked the transition state for
the flipping of the sugar out of the DNA duplex.

4.3.2. Energetic Recognition of Specific Sequence of
DNA by M.HhaI
Methyltransferases have to recognize the correct sequence

for methylation, otherwise called the cognate sequence. For
example, M.HhaI recognizes the GCGC sequence in DNA
and selectively methylates the cytosine at the second position.
However, on the basis of the crystal structure of the
M.HhaI-protein complexes, the nature of the specific
recognition was not evident, leading to the suggestion that
recognition and base flipping are intimately linked.11 In terms
of energetics, this suggests a model where the transition state
barrier for base flipping in the cognate sequence is lower as
compared to that in noncognate sequences, such that flipping
can only occur with the cognate sequence. To address this
directly, free-energy profiles (Figure 13) were generated for
base flipping in DNA alone, the closed binary, and the
ternary complexes by substituting the GCGC sequence at
the first three positions, yielding ACGC, GTGC, and GCAC,
on which PMF calculations were performed.109 For the DNA-
alone systems, the barriers for the flipping via the major
groove were less for the noncognate sequences as compared
to the cognate sequence, indicating that the sequence
specificity was not associated with flipping in DNA alone.
However, in the closed binary and ternary complexes, distinct
differences in the PMFs were observed. In both complexes,
two distinct free-energy barriers were observed along the
major groove for the noncognate sequences, one in the
vicinity WC-paired state (x ) 345°) and the other at x )
285°, in contrast to the cognate sequence, where the barriers
were close to zero. Thus, the calculations support the
hypothesis of an energetic mechanism for sequence recogni-
tion by M.HhaI.
A detailed analysis of the trajectories from the PMF

calculations yielded information on the recognition mecha-
nism. The change in the free energies in the vicinity of the
WC state indicates that recognition is associated with two
barriers between the WC and the flipped state. The first
barrier is directly adjacent to the WC state and is relatively
small. Its location is such that in two of the noncognate
sequences destabilization of the WC interactions occurred
as seen in the cognate sequence, although a barrier to flipping
is soon encountered. Beyond that barrier, a second larger
barrier is present in all of the noncognate sequences. Thus,
in noncognate sequences, the enzyme is predicted to desta-
bilize the WC base-paired state in some cases; however, two
barriers to flipping, referred to as selectivity filters, one
adjacent to the WC state, and one approximately halfway
along the flipping pathway are then encountered, thereby
disallowing flipping. Energetic and structural analysis of the

Figure 12. Free-energy profiles for the base flipping of GCGC in
four different environments from Huang et al.:107 DNA alone (thin
line), binary complex of DNA and the open form of M.HhaI (dashed
line), closed binary complex of DNA and M.HhaI in its closed
form (dotted line), and ternary complex of DNA, SAH, and M.HhaI
in its closed form (thick line). The free energies were depicted in
reference to that obtained for the WC base-paired state (COM
pseudodihedral angle of 10°).107
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different PMFs in the vicinity of the barriers to flipping
showed a number of amino acids to contribute to the barriers
to flipping, yielding a general model where the selectivity
filters are associated with a “web of interactions” between
the protein and the DNA. Such a web of interactions is
important for the specific recognition of the entire GCGC
sequence by the protein. Subsequently, a combined crystal-
lography/theoretical study on 8-oxoguanine DNA glycosylase
I indicated that enhanced DNA-protein interactions are
responsible for the specificity of the glycosylase for the
damaged base,62 consistent with our earlier observations on
the mechanism of specificity.

4.3.3. MD Simulations on M.HhaI
MD simulations have been performed on the ternary

complex of M.HhaI by Lau and Bruice to study the dynamics
of the active site.129 These simulations do not concentrate
on base flipping; however, interesting observations were
made in the region of the active site. The flipped cytosine is
reasonably rigid within the active site; however, fluctuations
in the torsion angle & bring about changes in the distance
between the SG of Cys81 and C6 of the cytosine and the

methyl carbon of SAM and C5 of cytosine. These structural
fluctuations are crucial for formation of the covalent
intermediate during methylation and are correlated to transi-
tion state structures obtained using ab initio calculations. On
the basis of the simulations, they have suggested that the
source for the protonation of N3 of the target base, a step
involved in methyl transfer, may be either from the proto-
nated amine group of SAM or from Arg163 via a water
bridge. This suggestion is in contrast to the currently accepted
catalytic mechanism discussed above (Figure 2). The con-
served residues, Asn304 and Gln82, in methyltransferases
seem to stabilize a water network in the active site of the
enzyme, which can easily accept the proton.
Wang et al. have reported MD simulations accompanied

by experimental studies where the flipped cytosine in the
DNA is substituted with an abasis furanose sugar or
conformationally constrained abasic pseudosugar analogues
that mimic the south and north conformations.128 On the basis
of experimental binding affinities and gel shift data, it was
indicated that the abasic south-constrained sugar forms a
closed complex with the enzyme, leading to the tighter
binding. This was confirmed by MD simulations of the three
DNA-M.HhaI complexes. In addition, ab initio quantum
mechanical calculations suggested that the difference in
binding of the north- vs south-constrained sugars was
associated with differences in the intrinsic flexibility of the
phosphodiester backbone due to the constrained sugars.

4.4. Validation of the Computational Studies
From the above discussion, it is clear that computational

studies have yielded novel atomic-detail insights into base
flipping and have enhanced our understanding of the base-
flipping structural and energetic pathways. However, it is
also evident that the computational methods can yield
somewhat contrasting results. These differences may be
affected largely by (A) the force field used, (B) the restraint
methodology used for flipping of the base, and (C) simulation
protocol. For example, Banavali and MacKerell52 and Varnai
and Lavery112 reported C base flipping in the same sequence.
While some similarities occurred in the vicinity of the WC
states, the overall shapes of the free-energy profiles were
distinctly different owing to the above reasons. Nucleic acid
force fields are parametrized based on the experimental
information on the canonical structures of nucleic acids and
high level ab initio calculations on model compounds in
primarily low-energy conformations. In the base-flipping
process, various high-energy conformations of the oligo-
nucleotide are encountered upon deviating from the WC
base-paired state. Thus, to properly model the structural
transformations involving high-energy states, the force field
used has to accurately treat both the minimum energy and
the higher energy conformations. In addition, because the
base moves from the interior of the DNA double helix to a
solvent-exposed orientation, it is essential that the force field
properly reproduces the relative strengths of WC hydrogen
bonding, base stacking, and nucleic acid-water interactions
to be able to correctly model the flipping process.
Validation of the ability of the simulation model requires

that it reproduces available experimental data. As discussed
above, CHARMM27118,119 has been shown to yield near
quantitative agreement for the equilibrium between the open
and the closed states with respect to flipping of GC pairs.52
Recently, we have extended this approach to compare the
performances of the three popularly used nucleic force fields,

Figure 13. Free-energy profiles for the base flipping of the second
base in the four sequences gCgc (thick line), aCgc (dotted line),
gCac (dashed line), and gTgc (thin line) for DNA alone (A), the
closed binary (B), and the ternary (C) complexes. The free energies
depicted are relative to those obtained for the WC base-paired
state.109
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CHARMM,118,119 AMBER,104 and BMS.130 Comparison with
the experimental data indicates that CHARMM gives excel-
lent agreement with the imino proton exchange data closely
followed by AMBER, whereas BMS deviates consider-
ably.122 Notably, the individual contributions (e.g., base
stacking, WC hydrogen bonding) to the PMFs were signifi-
cantly different for the three models, emphasizing the impact
of the force field on the atomic detail picture obtained from
PMF calculations.
Other experimental data can be used to validate the applied

simulation protocols and force fields. For example, the base-
flipping studies in the presence of M.HhaI yielded structures
of the fully flipped conformation of the DNA-M.HhaI-
SAH ternary complex in excellent agreement with the crystal
structure. In addition, the flipping PMF results are consistent
with data from enzyme kinetic studies. The fully flipped state
is more stable relative to the destabilized WC base-paired
state by about 5.1 kcal/mol in the closed binary complex
and by 9.4 kcal/mol in the ternary complex. This difference
in the stabilities upon going from the binary to the ternary
complex is in excellent agreement with the experimental
work, which indicated that SAH binding enhances the
binding of DNA to M.HhaI by 4 kcal/mol.65
In general terms of simulation conditions, explicit inclusion

of water and counterions and proper treatment of long-range
interactions are essential. Inadequate sampling length can
lead to inaccuracy in the obtained results, requiring that
careful convergence of the computed results be verified. The
dependence of the nature of the restraint used on the energy/
free-energy profiles seems to be important. Care must be
taken to ensure that this restraint does not lead to the
sampling of high-energy regions so that the energy profiles
are close to the experimental regimen. Once these precautions
have been taken, it is still necessary to compare the calculated
results with available experimental data to further validate
the applied methods.

5. Summary and Future Prospects
Enhancements in computational approaches, including

more accurate MD simulations, have enabled the study of a
wider range of biological systems, including DNA, RNA,
and DNA-protein complexes involved in base flipping.
While experimental studies formed the basis for establishing
base flipping as a biologically relevant event, computational
approaches have been the ultimate choice in unraveling the
atomic level details of the base-flipping mechanism in both
the presence and the absence of proteins. The role of the
enzyme in base flipping was debated to be active or passive
based on various experimental studies. The active role of
protein in facilitating the base-flipping process and mecha-
nistic details of these events have now been elucidated by
computational means. Moreover, the specificity of M.HhaI
in recognizing the correct sequence for methylation was
explained by changes in the free-energy barriers to flipping
based on PMF calculations. These studies show that com-
putational approaches are instrumental not only in explaining
experimental observations but also in gaining insights into
problems, which cannot be readily accessed by experiments.
Nonetheless, it has to be noted that theoretical approaches
have inherent limitations in terms of the methodology
adopted, the various approximations used, and the force field
applied. While improvements in force fields, including the
addition of electronic polarizability131,132 and increases in
computer power, will help to overcome these limitations,

validation of the computed results by comparison with
experimental data is and will remain crucial in arriving at
meaningful conclusions. While computational studies on base
flipping may still be considered in their infancy, with only
three reports on base flipping in the presence of proteins in
the literature, it is anticipated that additional computational
studies, including sequence effects and targeting different
base-flipping enzymes, will increase our understanding of
the base-flipping phenomenon.

6. Abbreviations
COM center of mass
DNA deoxyribonucleic acid
MD molecular dynamics
M.HhaI (cytosine-5)-methyltransferase from Haemophilus

haemolyticus
MM molecular mechanics
NDB nucleic acid database
NMR nuclear magnetic resonance
PMF potential of mean force
RNA ribonucleic acid
SAH S-adenosyl-L-homocysteine
SAM S-adenosyl-L-methionine
WC Watson-Crick
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